Two stochastic optimization algorithms applied to nuclear reactor core design
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Abstract

Two stochastic optimization algorithms conceptually similar to Simulated Annealing are presented and applied to a core design optimization problem previously solved with Genetic Algorithms. The two algorithms are the novel Particle Collision Algorithm (PCA), which is introduced in detail, and Dueck’s Great Deluge Algorithm (GDA). The optimization problem consists in adjusting several reactor cell parameters, such as dimensions, enrichment and materials, in order to minimize the average peak factor in a three-enrichment-zone reactor, considering restrictions on the average thermal flux, criticality and sub-moderation. Results show that the PCA and the GDA perform very well compared to the canonical Genetic Algorithm and its variants, and also to Simulated Annealing, hence demonstrating their potential for other optimization applications.
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1. Introduction

Stochastic optimization methods based on the Simulated Annealing paradigm (Kirkpatrick et al., 1983) have been actively developed in the last 30 years and successfully applied to numerous complex optimization problems in engineering and medical sciences. These methods though very powerful are not free from practical drawbacks, the main one being that performance is too sensitive to the choice of free parameters, such as, for example, the annealing schedule and initial temperature (Carter, 1997).

Ideally, an optimization algorithm should not rely on user-defined or problem-dependent parameters and should not converge to a suboptimal solution. Given the appropriate annealing schedule, Simulated Annealing is guaranteed to converge to the global optimum (Aarts and Korst, 1989), as it is a Metropolis-based algorithm (Metropolis et al., 1953), where a worse solution can be accepted with a certain probability. However, its rate of convergence is strongly
dependent on the user-specified initial parameters. A desirable outcome would be, therefore, the development of an algorithm similar to Simulated Annealing, but without the burden of parameter specification.

One such algorithm, which does not rely on user-supplied parameters to perform the optimality search, is introduced in detail here. Its structure was outlined, along with some preliminary results, in Sacco and Oliveira (2005). Named the “Particle Collision Algorithm” (PCA), the algorithm is loosely inspired by the physics of nuclear particle collision reactions (Duderstadt and Hamilton, 1976), particularly scattering and absorption. Thus, a particle that hits a high-fitness “nucleus” would be “absorbed” and would explore the boundaries. On the other hand, a particle that hits a low-fitness region would be scattered to another region. This permits us to simulate the exploration of the search space and the exploitation of the most promising areas of the fitness landscape through successive scattering and absorption collision events.

Another algorithm conceptually similar to Simulated Annealing that is presented here is the Great Deluge Algorithm (GDA) (Dueck, 1993). It is an analogy with a flood: the “water level” rises continuously and the proposed solution must lie above the “surface” in order to survive. The user must specify two parameters: the “rain speed”, which controls convergence of the algorithm similar to SA’s annealing schedule, and the initial rain level, analogous to SA’s initial temperature. The main advantage of this algorithm in relation to Simulated Annealing is its robustness to parameter specification (Bykov, 2003).

The remainder of the paper is organized as follows. The section following presents an overview of the established optimization methods, namely, Simulated Annealing, Great Deluge Algorithm and Genetic Algorithm, which are used in the comparative tests. Section 3 presents the details of the implementation of the new PCA method and its validation tests. Section 4 provides a description of the reactor design optimization problem, details of the numerical implementation of the algorithms, and the numerical comparisons. Finally, in Section 5, conclusions are presented along with suggestions for future improvements to PCA.

2. Overview of established optimization methods

2.1. Simulated Annealing

Simulated Annealing was introduced as a computational method mimicking the physical process of the increasing of energetic stability of molecular structure by consecutive heating and cooling of a material. The candidate solutions with worse objective function values are accepted with a probability given by

\[ P = \exp\left(\frac{-\Delta E}{T}\right), \]

where \( \Delta E \) is the energy variation from two consecutive states and \( T \) is the current temperature. The temperature reduction scheme is known as the “cooling schedule”. This can involve arbitrarily reducing the temperature after a certain number of iterations or successful moves, or by defining a simple progression formula:

\[ T = T_0 \alpha^n \]

where \( T_0 \) is the initial temperature, \( \alpha \) is a number between 0.9 and 0.99 and \( n \) is the iteration number (Aarts and Korst, 1989). Fig. 1 shows the SA’s pseudo code for a maximization problem.

2.2. The Great Deluge Algorithm

As mentioned previously, the Great Deluge Algorithm draws an analogy with flood phenomena. Like Simulated Annealing, GDA may accept worse candidate solutions than the current best during its run. The worse solution is accepted if its fitness is higher than the water level, which is the control parameter.

The water level, WL, receives an initial value \( WL_0 \) which is increased iteratively by the “rain speed”. We use here the rain speed, Up, suggested by Bykov (2003), which is given by:

\[ Up = \frac{f(x') - WL_0}{N}, \]

where \( f(x') \) is a goal value and \( N \) is the number of iterations. This goal value can be estimated by some quick technique (e.g. Hill-Climbing) or by some previously known results. The initial water level can be set as the lower boundary of the results. But as mentioned, this algorithm is relatively insensitive to this parameter.
Fig. 2 shows the GDA’s pseudo code. The algorithm’s default is for maximization problems. For minimization problems, fitness values must be multiplied by $-1$.

2.3. Genetic Algorithms

Genetic Algorithms (GAs) (Goldberg, 1989) are search methods based upon the biological principles of natural selection and survival of the fittest as introduced by Charles Darwin in his seminal work “The Origin of Species” (1859). They were rigorously introduced by Holland (1975). GAs consist of a population of individuals that are possible solutions and each one of these individuals receives a reward, known as “fitness”, that quantifies its suitability to solve the problem. In ordinary applications, fitness is simply the objective function. Individuals with better than average fitnesses receive greater opportunities to cross. On the other hand, low-fitness individuals will have less chance to reproduce until they are extinguished. Consequently, the good features of the best individuals are disseminated over the generations. In other words, the most promising areas of the search space are explored, making the GA converge to the optimal or near-optimal solution.

Genetic Algorithms have proven to be efficient in a great variety of areas of application, as the population of candidate solutions converge to a single optimum, in a phenomenon known as genetic drift (Goldberg, 1989). Many populational diversity mechanisms, called niching methods (Mahfoud, 1995), have been proposed to force the GA to maintain a heterogeneous population throughout the evolutionary process. These methods are inspired by nature, as in an ecosystem there are different subsystems (niches) that contain many diverse species (subpopulations). The number of elements in a niche is determined by its resources and by the efficiency of each individual in taking profit of these resources. Each peak of the multimodal function can be seen as a niche that supports a number of individuals directly
proportional to its “fertility”, which is measured by the fitness of this peak relative to the fitnesses of the other peaks of the domain. Genetic Algorithms which employ this technique are known as “Niching Genetic Algorithms” (NGAs).

The niching method referred herein is Fuzzy Clearing (Sacco et al., 2004), where the individuals are clustered using an algorithm called “Fuzzy Clustering Means” (Bezdek, 1981) and the individual with best fitness (dominant) is determined for each cluster. Following that the dominant’s fitness is preserved and all the others’ individuals have their fitnesses zeroed (in the case of a maximization problem).

Another way of preserving populational diversity is by using the Island Genetic Algorithm (IGA) (Cantu-Paz, 2000). In this model, the population is divided into multiple populations that evolve isolated from each other most of the time, but exchange individuals occasionally with their neighbors (migration).

3. The Particle Collision Algorithm (PCA)

3.1. Algorithm description

The PCA resembles in its structure that of Simulated Annealing: first an initial configuration is chosen; then there is a modification of the old configuration into a new one. The qualities of the two configurations are compared. A decision then is made on whether the new configuration is “acceptable”. If it is, it serves as the old configuration for the next step. If it is not acceptable, the algorithm proceeds with a new change of the old configuration. PCA can also be considered a Metropolis algorithm, as a trial solution can be accepted with a certain probability. This acceptance may avoid the convergence to local optima.

The pseudo code description of the PCA is shown in Fig. 3. The algorithm’s default is for maximization problems. For minimization, just multiply the objective function by $-1$ and invert the ratio in $p_{\text{scattering}}$.

```
Generate an initial solution $Old_{\text{Config}}$
$Best\ Fitness = \text{Fitness}(Old_{\text{Config}})$
For n = 0 to # of iterations
  Perturbation()
  If Fitness($New_{\text{Config}}$) $>$ Fitness($Old_{\text{Config}}$)
    If Fitness($New_{\text{Config}}$) $>$ Best Fitness
      $Best\ Fitness := \text{Fitness}(New_{\text{Config}})$
    End If
    $Old_{\text{Config}} := New_{\text{Config}}$
    Exploration ()
  End If
  Else
    Scattering ()
  End If
End For
Exploration ()
For n = 0 to # of iterations
  Small_Perturbation()
  If Fitness($New_{\text{Config}}$) $>$ Fitness($Old_{\text{Config}}$)
    $Old_{\text{Config}} := New_{\text{Config}}$
  End If
End For
return
Scattering ()
$p_{\text{mutation}} = 1 - \frac{\text{Fitness}(New_{\text{Config}})}{\text{Best\ Fitness}}$
If $p_{\text{mutation}} > \text{random (0, 1)}$
  $Old_{\text{Config}} := \text{random solution}$
Else
  Exploration ();
End if
return
```

Fig. 3. Pseudo code for PCA.
The “stochastic perturbations” in the beginning of the loop are random variations in each variable’s values within their ranges. We based this mechanism on that used in the Simulated Annealing algorithm (Aarts and Korst, 1989). For details, see function “Perturbation” in Fig. 4.

If the quality or fitness of the new configuration is better than the fitness of the old configuration, then the “particle” is “absorbed”, there is an exploration of the boundaries searching for an even better solution. Function “Exploration()” performs this local search, generating a small stochastic perturbation of the solution inside a loop. In PCA’s current version, it is a one-hundred-iteration loop. The “small stochastic perturbation” is similar to the previous stochastic perturbation, but in a smaller range (see “Small_Perturbation” in Fig. 5).

Otherwise, if the quality of the new configuration is worse than the old configuration, the “particle” is “scattered”. By scattering we mean that the new configuration receives random values between the upper and lower bounds of each design variable. The scattering probability \( p_{\text{scattering}} \) is inversely proportional to its quality. A low-fitness particle will have a greater scattering probability.

3.2. Validation

As the search space of the reactor design optimization problem is not known beforehand, prior to applying PCA to this problem, it was deemed necessary to validate the algorithm. We applied commonly employed test functions and compared the results to those obtained by the more established genetic and Simulated Annealing algorithms, and also by the conceptually similar GDA. These functions, which are defined below, have a single global optimum. In case of multiple global optima (same values for the objective function at different locations), these algorithms would all converge to one of these optima. The only method that can handle this situation is the Niching Genetic Algorithm (Mahfoud, 1995).

3.3. Test functions

Easom’s (1990) function is a unimodal test function where the global minimum region has a small area relative to the search space (see Fig. 6, below), making it a great challenge for optimization algorithms.

\[
z(x, y) = -\cos(x) \cos(y) \exp\left\{ -1 \left[ (x - \pi)^2 + (y - \pi)^2 \right] \right\}, \quad -100 \leq x, y \leq 100,
\]

with global minimum \( z = -1 \) at \( x, y = (\pi, \pi) \).
Shekel’s Foxholes, introduced by Shekel (1971) and adapted for maximization by De Jong (1975), is a two-dimensional function with 25 peaks all with different heights, ranging from 476.191 to 499.002 (Fig. 7). The global optimum is located at \((x/C255, y/C255)\). Shekel’s Foxholes is defined by:

\[
z(x, y) = 500 \frac{1}{0.002 + \sum_{i=0}^{24} \frac{1}{1 + i + (x - a(i))^6 + (y - b(i))^6}},
\]

\(-65.536 \leq x, y \leq 65.536,
\]

where \(a(i) = 16[(i \mod 5) - 2]\) and \(b(i) = 16[(i/5) - 2]\).

Due to the high modality of Shekel’s Foxholes function it is a difficult task to determine its points of local and global maxima.

The last test function, Rosenbrock’s valley, is a classic optimization problem (Rosenbrock, 1960). The global optimum is inside a long, narrow, parabolic shaped flat valley (see Fig. 8). To find the valley is trivial, however, convergence to the global optimum is difficult and hence this problem has been repeatedly used to test the performance of optimization algorithms. The global optimum of the function, defined by Eq. (6), is \(z = 0\) at \((x, y) = (1, 1)\).
3.4. Results

The Standard Genetic Algorithm (SGA) used in the validation tests was that implemented in GENESIS (Grefenstette, 1990), which employs double-point crossover (Goldberg, 1989), Stochastic Universal Sampling as the selection scheme (Baker, 1987) and elitism (Goldberg, 1989). The following parameters were used, as recommended by Goldberg (1989): 100,000 function evaluations (population size = 100, number of generations = 1000), crossover rate = 0.6, mutation rate = 0.005, generation gap = 0.1. The SA, PCA and GDA were set up for 100,000 function evaluations, the cooling schedule used in the SA was given by Eq. (2) with $\alpha = 0.95$ and the rain speed in the GDA followed Eq. (3). Various initial temperatures and initial rain levels were tested for SA and GDA so that the most suitable values were used for each function. The relatively high number of function evaluations was used to allow the

$$z(x,y) = 100(y-x^2)^2 + (1-x)^2, \quad -2.048 \leq x, y \leq 2.048$$

\text{(6)}
algorithms to converge. As the GDA and PCA are by default maximization algorithms, it was necessary to multiply Easom’s function and Rosenbrock’s valley equations by \(-1\), as it would be for any minimization problem.

Tables 1—3 display the results obtained by each algorithm. We performed 100 independent runs with different random seeds for each algorithm. The tables below present the 10 best and 10 worst values obtained in each run and the number of evaluations required to reach them, and also the averages and standard deviations for the 100 executions.

The results show that PCA reached the optimal values in all tests, requiring less function evaluations than the other methods. All function evaluations were counted, including those in PCA’s “Exploration” phase. In the case of Easom’s function, because of the extremely narrow valley, the Standard Genetic Algorithm drifted in some executions before reaching this region.

4. Numerical comparisons

4.1. Problem description

The main objective of this work was to compare two SA-like algorithms with Simulated Annealing (SA) and Genetic Algorithms (SGA and the NGA), and for this purpose we use the nuclear reactor design problem previously described in Pereira et al. (1999). Briefly this problem consists of a cylindrical 3-enrichment-zone PWR, with a typical cell composed by moderator (light water), cladding and fuel, see Fig. 9.

The design parameters that may be varied in the optimization process, as well as their variation ranges, are shown in Table 4. The materials are represented by discrete variables.
The objective of the optimization problem is to minimize the average flux or power-peaking factor, \( f_p \), of the proposed reactor, allowing the reactor to be sub-critical or super critical (\( k_{\text{eff}} = 1.0 \pm 1\% \)), for a given average flux \( \phi_0 \). Let \( \bar{D} = \{ R_f, A_c, R_e, E_1, E_2, E_3, M_f, M_e \} \) be the vector of design variables. Then, the optimization problem can be written as follows:

\[
\text{Minimize } f_p(\bar{D})
\]

Subject to:

\[
\phi(\bar{D}) = \phi_0; \quad (7)
\]

\[
0.99 \leq k_{\text{eff}}(\bar{D}) \leq 1.01; \quad (8)
\]

\[
\frac{dk_{\text{eff}}}{dV_m} > 0; \quad (9)
\]

\[
D_i^l \leq D_i \leq D_i^u, \quad i = 1, 2, \ldots, 6 \quad (10)
\]

\[
M_f = \{ \text{UO}_2 \text{ or } \text{U-metal} \}; \quad (11)
\]

\[
M_e = \{ \text{Zircaloy-2, Aluminum or Stainless-304} \}, \quad (12)
\]
where $V_m$ is the moderator volume, and the superscripts $l$ and $u$ indicate, respectively, the lower and upper bounds (of the feasible range) for each design variable.

### 4.2. Optimization algorithms setup

The GA setup was the same as in Sacco et al. (2004), including the random seeds. As in Section 3, all the algorithms were set up for 100,000 iterations, so that the results were obtained with the same computational effort. The GDA's rain speed was set up using an initial rain level of $-1.35$ (a below-the-average solution) and an estimated final level of $-1.28$ (equal to the best results so far). For the SA, an initial temperature $T_0$ of $-3.00$ and a cooling schedule following
Eq. (2) with $\alpha = 0.95$ was used. The execution time for 100,000 iterations was 10 h 30 min in a Pentium IV 3.0 GHz PC with 1 Gb RAM. This time was independent of the method, as the bulk of the effort was taken up by the fitness evaluations, by the reactor physics code.

### 4.3. Reactor Physics Code

The HAMMER system (Suich and Honeck, 1967) was used for cell and diffusion equations’ calculations. It performs a multigroup calculation of the thermal and epithermal flux distribution from the integral transport theory in a unit cell of the lattice.

\[
\phi(r) = \int V \frac{e^{-\Sigma |r-r'|}}{4\pi |r-r'|^2} S(r') \, d^3 r'
\]

The integral transport equation for scalar flux $\phi(\vec{r})$ is solved for all sub-regions of the unit cell, being the neutron source $S(r)$ isotropic into the energy group under consideration. The transfer kernel in Eq. (13) is related to the collision probabilities for a flat isotropic source in the initial region. The solution is initially performed for a unit cell in an infinite lattice.

The integral transport calculation is followed by a multigroup Fourier transfer leakage spectrum theory in order to include the leakage effects in the previous calculation and to proceed with the multigroup flux volume weighting.

Using the four group constants obtained from the mentioned procedure, a one-dimensional multi-region reactor calculation is performed. The diffusion equation is, then, solved to perform standard criticality calculation.

\[
- \vec{\nabla} D_g(r) \vec{\nabla} \phi_g(r) + \Sigma_{t,g}(r) \phi_g(r) = \sum_{g'=1}^{4} \left[ \frac{1}{k_{eff}} \chi_g \Sigma_{fg'}(r) + \Sigma_{ag'g}(r) \right] \phi_{g'}(r)
\]

The flux $\phi_g(r)$ is calculated assuming normalized source density. Eq. (14) is solved using the finite difference method and a computational mesh with constant spacing in the spatial coordinate.

### 4.4. Fitness function

The fitness function was developed in such a way that if all constraints are satisfied, it has the value of the average peak factor, $f_p$, otherwise, it is penalized proportionally to the discrepancy on the constraint. Such penalization factors should be set up by the expert, according to the requirements and the priorities of the problem, being weighted by the coefficients $r_i$, with $i = 1, 2, 3$.
4.5. Results

Tables 5 and 6 show the results for the power-peaking factor obtained by the PCA and GDA compared to those obtained by the SGA, SA, IGA and NGA for 10 independent experiments each with 50,000 and 100,000 iterations, respectively. The stopping criterion chosen was the number of iterations which enabled comparisons with previous efforts in the literature (Pereira et al., 1999; Pereira and Lapa, 2003; Sacco et al., 2004).

From these tables we can see that the PCA produced the best overall result and the GDA the best average and the lowest standard deviation. Also, both the PCA’s and GDA’s best results and averages at 50,000 iterations are better than the NGA’s at 100,000. All SGA’s executions drifted before 50,000 executions. Simulated Annealing was the method with the worst average for 50,000 executions, but it was better than the canonical Genetic Algorithm for 100,000 executions. As mentioned by Carter (1997), parameter-tuning was problematic for SA, especially in this problem where the search space is unknown.

The GDA and PCA performed well compared to the parallel Island Genetic Algorithm (IGA) of Pereira and Lapa (2003) which obtained the best results so far for this problem. With the same computational effort as the PCA’s (4 islands of 50 individuals, 500 generations or 100,000 iterations), the IGA obtained 1.2784 as best result with an

Table 5
Comparison with the SGA, SA and the NGA for 50,000 iterations

<table>
<thead>
<tr>
<th>Experiment</th>
<th>GA</th>
<th>SA</th>
<th>IGA</th>
<th>NGA</th>
<th>GDA</th>
<th>PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>1.3185</td>
<td>1.3449</td>
<td>N.A.</td>
<td>1.2916</td>
<td>1.2806</td>
<td>1.2849</td>
</tr>
<tr>
<td>#2</td>
<td>1.3116</td>
<td>1.3457</td>
<td>N.A.</td>
<td>1.3069</td>
<td>1.2913</td>
<td>1.2876</td>
</tr>
<tr>
<td>#3</td>
<td>1.3300</td>
<td>1.4055</td>
<td>N.A.</td>
<td>1.3030</td>
<td>1.2856</td>
<td>1.2964</td>
</tr>
<tr>
<td>#4</td>
<td>1.3294</td>
<td>1.3530</td>
<td>N.A.</td>
<td>1.2874</td>
<td>1.2909</td>
<td>1.2953</td>
</tr>
<tr>
<td>#5</td>
<td>1.3595</td>
<td>1.3770</td>
<td>N.A.</td>
<td>1.2956</td>
<td>1.2874</td>
<td>1.2829</td>
</tr>
<tr>
<td>#6</td>
<td>1.3562</td>
<td>1.3221</td>
<td>N.A.</td>
<td>1.3014</td>
<td>1.2845</td>
<td>1.2791</td>
</tr>
<tr>
<td>#7</td>
<td>1.3372</td>
<td>1.3023</td>
<td>N.A.</td>
<td>1.3190</td>
<td>1.2897</td>
<td>1.2975</td>
</tr>
<tr>
<td>#8</td>
<td>1.3523</td>
<td>1.3387</td>
<td>N.A.</td>
<td>1.3075</td>
<td>1.2953</td>
<td>1.2865</td>
</tr>
<tr>
<td>#9</td>
<td>1.3614</td>
<td>1.3380</td>
<td>N.A.</td>
<td>1.2974</td>
<td>1.2900</td>
<td>1.3010</td>
</tr>
<tr>
<td>#10</td>
<td>1.3467</td>
<td>1.3565</td>
<td>N.A.</td>
<td>1.3077</td>
<td>1.2930</td>
<td>1.2852</td>
</tr>
<tr>
<td>Average</td>
<td>1.3402</td>
<td>1.3484</td>
<td>N.A.</td>
<td>1.3015</td>
<td>1.2888</td>
<td>1.2896</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.0175</td>
<td>0.0283</td>
<td>N.A.</td>
<td>0.0093</td>
<td>0.0044</td>
<td>0.0073</td>
</tr>
</tbody>
</table>

Results for IGA were not available in Pereira and Lapa (2003).
average of 1.2992, while the GDA’s best was 1.2806 with an average of 1.2864 and the PCA’s best was 1.2791 with an average of 1.2875.

Fig. 10 shows each algorithm’s evolution for their best results, except for the IGA which was not available in Pereira and Lapa (2003).

Table 7 shows the best configurations obtained by the SGA (in Pereira et al., 1999) with 300 individuals until convergence, by the IGA (in Pereira and Lapa, 2003) with 400 individuals and 500 generations, by the NGA with 100 individuals (in Sacco et al., 2004) and 500 generations, and by GDA and PCA in 100,000 iterations, when applied exactly to the same problem. We note that the SGA runs by Pereira et al. produced a worse result even though a larger population was used, indicating the occurrence of genetic drift. The IGA result though comparable to that of the PCA required more computational effort.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>SGA</th>
<th>SA</th>
<th>IGA</th>
<th>NGA</th>
<th>GDA</th>
<th>PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>1.3185</td>
<td>1.3449</td>
<td>1.3322</td>
<td>1.2916</td>
<td>1.2806</td>
<td>1.2827</td>
</tr>
<tr>
<td>#2</td>
<td>1.3116</td>
<td>1.3390</td>
<td>1.2799</td>
<td>1.3069</td>
<td>1.2913</td>
<td>1.2876</td>
</tr>
<tr>
<td>#3</td>
<td>1.3300</td>
<td>1.3480</td>
<td>1.3378</td>
<td>1.3003</td>
<td>1.2856</td>
<td>1.2964</td>
</tr>
<tr>
<td>#4</td>
<td>1.3294</td>
<td>1.3530</td>
<td>1.2835</td>
<td>1.2844</td>
<td>1.2891</td>
<td>1.2874</td>
</tr>
<tr>
<td>#5</td>
<td>1.3595</td>
<td>1.3553</td>
<td>1.2810</td>
<td>1.2895</td>
<td>1.2863</td>
<td>1.2829</td>
</tr>
<tr>
<td>#6</td>
<td>1.3562</td>
<td>1.3221</td>
<td>1.2796</td>
<td>1.3014</td>
<td>1.2845</td>
<td>1.2791</td>
</tr>
<tr>
<td>#7</td>
<td>1.3372</td>
<td>1.3023</td>
<td>1.2784</td>
<td>1.2872</td>
<td>1.2897</td>
<td>1.2975</td>
</tr>
<tr>
<td>#8</td>
<td>1.3523</td>
<td>1.3387</td>
<td>1.3034</td>
<td>1.3050</td>
<td>1.2842</td>
<td>1.2865</td>
</tr>
<tr>
<td>#9</td>
<td>1.3614</td>
<td>1.3138</td>
<td>1.2989</td>
<td>1.2959</td>
<td>1.2895</td>
<td>1.2908</td>
</tr>
<tr>
<td>#10</td>
<td>1.3467</td>
<td>1.3565</td>
<td>1.3170</td>
<td>1.3077</td>
<td>1.2827</td>
<td>1.2845</td>
</tr>
<tr>
<td>Average</td>
<td>1.3402</td>
<td>1.3374</td>
<td>1.2992</td>
<td>1.2970</td>
<td>1.2864</td>
<td>1.2875</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.0175</td>
<td>0.0186</td>
<td>0.0228</td>
<td>0.0085</td>
<td>0.0035</td>
<td>0.0059</td>
</tr>
</tbody>
</table>

Results for IGA were taken from Pereira and Lapa (2003).
5. Conclusions

The comparative performances of PCA and GDA with the canonical Genetic Algorithm and its variants show that the first two algorithms are quite promising and could be applied to other optimization problems in the nuclear engineering field as, for instance, the nuclear core reload optimization problem (Poon and Parks, 1992).

The great advantage of PCA in relation to other optimization algorithms such as the Genetic Algorithm, Simulated Annealing or the Great Deluge Algorithm is that, other than the number of iterations, it does not require any additional parameters. Of course the performance of PCA and of the other algorithms depends crucially on the scaling of the fitness function, which is user-defined. The PCA can be applied to continuous or discrete optimization problems by just changing the perturbation function, while in Genetic Algorithms it is necessary to apply special operators for discrete optimization problems (Goldberg, 1989). Last but not least, the PCA is extremely easy to implement.

The Particle Collision Algorithm presented here is in its early stages. As further development, the local search mechanism could be improved, as a more intelligent mechanism could lead to significant gains in computational cost. Also, the perturbation and small-perturbation mechanisms should be studied in more detail. Another improvement would be a populational algorithm where the particles would interact to obtain better solutions, in a fashion similar to Particle Swarm Optimization (Kennedy and Eberhart, 1995).
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